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An efficient computational technique is developed to evaluate the performance of
coherent receivers with noisy carrier reference and multiple antennas. The received signal
is assumed to be uncoded residual carvier BPSK (binary phase shift keying), with a PLL
used for extracting the carrier. Explicit relationships between the error probabilities and
the various system parameters are given. Specific results are given for the performance

gain of combined carrier referencing over baseband only combining when the channel

alignment process is ideal. A simple asymptotic expression for the performance gain is
determined when the number of antennas used is increased without bound. An example
using a Block Il DSN PLL illustrates the performance of each arraying structure. The
technique used in this paper is applicable to the performance evaluation for other

receivers having similar decision statistics.

l. Introduction

This paper presents a technique for computing the prob-
ability of an uncoded bit detection error for a coherent
receiver with a noisy carrier reference. The received signal is
assumed to be a BPSK (binary phase shift keying) waveform,
with a residual carrier that is extracted by means of a phase
locked loop (PLL). The generality of the technique allows the
application to multiple antenna receivers. In this paper, we
compare two basic designs for antenna arraying: combined
carrier referencing and baseband only combining.

The structures of these two basic designs are illustrated in
Figs. 1 and 2. Due to the different path lengths between the
antennas and the transmitting source, the received RF signals
will be delayed relative to each other. We assume that no
attempt to compensate for these delays is made prior to the
point of input illustrated in Figs. 1 and 2.
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In baseband only combining (Fig. 1), each IF channel has
its own PLL. Each PLL derives a reference which is used to
demodulate that channel to baseband. The alignment of the
baseband signals is then performed, after which they are coher-
ently added together. Bit detection is then accomplished using
the combined signal.

In combined carrier referencing (Fig. 2), the alignment is
performed immediately at IF (intermediate frequency) thus
allowing coherent summation and a resultant SNR gain at IF.
A single PLL is now used to derive the carrier reference. The
loop SNR is correspondingly higher than in the baseband case,
hence the derived reference will have a smaller phase error.
This reference is used to mix down to baseband, whereupon
the detection is performed as in the baseband case.

This paper compares the performance of each of these
structures under the assumption that the alignment processes




are perfect. We will see that combined carrier referencing
yields superior performance. The problem, of course, is that it
is more difficult to align at IF than at baseband. Thus com-
bined carrier referencing will be more costly and will depend
more critically on alignment errors.

The development of the technique presented in this paper
was motivated by the anticipated need for antenna arraying at
Voyager Uranus encounter. For this mission B, T, will be
much smaller than unity, where B, is the PLL loop bandwidth
and T, is the bit interval. The techmque given provides an
efﬁment means for evaluating the performance of a multiple
antenna coherent receiver of uncoded BPSK data whenever
B, Ty, 1.

Lindsey (Ref. 1) showed that when B, T, <<1 the perfor-

mance evaluation of a (single antenna) coherent receiver
reduces to calculating an integral of the form

exp [p cos ¢]
J; _—ﬂf—(b)_- Q(a cos ¢) do (1

where IO is the zeroth order modified Bessel function and

oo —-t /2
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The integral (1) may be computed by numerical integration.
Alternatively, the integration may be carried out analytically,
yielding an infinite series of Bessel functions. Neither of these
methods are as efficient as the one described in this paper.

Layland (Ref. 2) essentially showed that for baseband only
combining (1) becomes a volume integral of dimensionality
equal to the number of antennas. Results are given in Ref. 2
for the two antenna baseband array.

In the case of B, T, >>1 the performance is easily com-
puted; expressions for the multiple antenna case are given in
this paper. Exact performance evaluation for intermediate
values of B, 7, is difficult, and has been approached using a
Gaussian approx1mat10n for the phase error as well as the
approximation cos ¢ =1 - ¢? /2 for the detector characteristic
(Refs. 3-5). Layland used these ideas for some of his two
antenna baseband array results. We will not be concerned with
these intermediate ranges in this paper. However, it should be
noted that the performance for intermediate values of B, T,
can be bounded by the results obtained using the B, T, <<l
and B, T, >> 1 techniques; this is verified using convexity
arguments (Ref. 3).

Recent work on evaluating the performance of antenna
arrays has been done by Divsalar, Hansen and Yuen (Ref. 12),
and Deutsch, Miller and Butman (Ref. 13). Both of these
papers are concerned with coded BPSK signals, and use num-
erical multidimensional integration to obtain specific results.
Additionally, simulation results are reported in Ref. 13. Here
we evaluate the performance for the uncoded BPSK signal. An
upper bound on the bit error probability for the coded case
can be obtained by applying the union bound to the uncoded
results (Ref. 14).

This paper is organized into six sections. The mathematical
model will be developed in section II. The derivation and

general form for the basic computational technique is pre-

sented in section IIL In section IV we determine the relative

asymptotic performance between the two arraying structures
as the number of antennas increases without bound. Section V
gives numerical results using receiver specifications from the
Deep Space Network (DSN). Finally, the last section presents
a summary and describes possible extensions of the technique.

il. Mathematical Model

Suppose that the incoming IF signals illustrated in Figs. 1
and 2 are given by

Y, = V2P, cos [wI(t—t"n)+00 +0D(t-1t,)]

bn @Om=1, M ®

where

M = number of antennas

w; = radian IF

6, = unknown constant phase
0 = modulation index

D(#) = NRZ (nonreturn to zero) data stream, consisting of
equiprobable + or -1 symbols during each interval

[(k - 1)T,, kT,), k integer
T, = bitinterval
P_ = signal power in the m*™ channel
t,, = delayin m'® channel due to path differences

nm(t) = white Gaussian thermal noise in m'" channel,

assumed to be independent of D(¢) and of n,(¢) for
I#m

N, [2 = two-sided power spectral density of n,, ()
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In our analysis we assume the alignment process is perfect
in either case; thus we may take by = 0 for all m.

A. Baseband Only Combining

Each PLL forms a carrier reference

r () = V2sin [wt+0,+¢, ()] m=1,---.M
C))

where ¢m(t) is the phase reference error. From Ref. 6, the
stochastic process ¢m(z‘) has a stationary probability density
given by

exp [p,, cos d, ]

= | = -t <
r(4,,) il_rzlf(qﬁm(t)) ) $,, <7
(%)
where I, is the zeroth order modified Bessel function, and

where p,, is the loop equivalent SNR:

P
_ em
Pm "N B_(®_JN) )
where
P, = ™ channel residual carrier power
=P cos? 0
and

B ()= m™ PLL loop bandwidth, which is a function
ofP [N

Mixingr, (¢) and p, (7) yields the baseband signals

U, () = /P, sin6 D(t)cos [¢,, (O] +q,@) m=1,- M
(7

where g,,(¢) may be taken to still be white noise with density
N, /2. We approximate the situation by assuming q,,, (t) and
D (z‘) are independent processes. The bias term

VP, cosOsin [¢, (1]

has been subtracted out of (7). In practice, this term is

spectrally isolated by multiplying D(¥) by a squarewave sub-

carrier.
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At this point the signals are aligned. We then form the
weighted sum

M
22 W U@
m=1

(Note that the values of the optimal weights are not obvious

due to the noisy phase term.)

The detector then finds (assuming perfect bit synchroniza-
tion)

Tb M
Yp = f 2, {\/lf sin 0 D(f) cos [¢m(t)]+qm(t)}dt

(V] m=1

Ty

M

=D(0) > me/f’;sinﬂf cos [¢, (1) dt +v
m=1 0

(8)

where v is a zero mean Gaussian random variable with variance

M N T
2 _ 2 m- b
Op = Z wm 2 (9)
m=1
The Bayes estimate of D(0) is
) +1f ¥, >0 |
D(0) = (10
-1 if Y, <0

Assuming D(0) = +1 was sent, a bit detection error is made
with probability

PE, = Pr {Y,<0|D(0) = +1} (11)

B. Combined Carrier Referencing

In this case the signals are aligned immediately at IF. Then
the weighted sum is formed

M
2@ty = ), W, ,,® (12)
m=1




The optimum weights are given by

5

w o =c
m Nm

(13)

for any constant ¢ # 0.

The total signal power is
Iy 2
( 3w P, ) (14)
m=1
and the residual carrier power is

2
P, = (Zw,’” \/f’_n:cos0> (15)

Since the noise adds noncoherently, the resultant two-sided
noise power spectral density is

N_ 5 gyl 16
2-2 mT ( )
m=1

The case of combined carrier referencing is equivalent to a
single antenna with the above power levels. The reference
phase error ¢ has a density of the form given by (5) where the
loop SNR is

P
p, = NBL (PC/N) (17

where B, () is the (single) PLL loop bandwidth. If optimal
weighting is used then

M P cos’d
= 2N, B, O

m=1
The detector output is then
Ty M
Y, = D(0) f cos [p()]dr [ D W, /B sing ]+

0 m=1

(19)

! . . . .
where v is a zero mean Gaussian random variable with
variance

2 d X) Nme
=2 W3 (20)

m=1

Using a decision rule similar to (10), we obtain a bit
detection error with probability

PE, = Pr{Y,<0|D(0) = +1} (1)

Ill. Performance Evaluation

The decision statistics given by (8) and (19) depend on the
evaluation of the integral

LT
T, f cos [¢()] dt (22)

0

In general, we require the joint density function for every
finite set of points to characterize the stochastic process ¢().
However, if we assume BL Tb <<1, the integrand will essen-
tially be constant over the entire bit duration. Since the
decision process is independent from one interval to the other,
we can write

1T
T, f cos [¢(2)] dt =~ cos ¢

0

(23)

where ¢ is a random variable with density function given by
(5). Hence for baseband only combining, from (8)

M
Yy = D(0) Z @, cos¢ +v 24)

m=1
where ¢, is the phase reference error from the m'® PLL, and
a, =W, T, P sin6 , m=1,..., M
Also, for combined carrier referencing, from (19)
Y, = D)o cos ¢’ +¥' (@25
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where ¢’ is the phase reference error from the single PLL and

M
o =T, 3 W +/P sinf
m=1

As was pointed out in section II, determination of the
performance of a carrier array is mathematically equivalent to
that of a single antenna with the appropriate parameter
settings. Therefore, we will concentrate on evaluating the
baseband array performance, and identify the carrier array
result as a special case.

For baseband only combining, if we condition on D(0) =

+1, the decision statistic ¥ involves a random variable of the
form

M
X = 2 o coso
m m

m=1

where the ocm’s are constants and the ¢ ’s are independent
random variables with density functions p(4,,) given by (5).

We extend the density function p(¢,,) to p(4,,) such that

oo

5@,) = 2 @, +2n)

n=—oo

Hence
p@,) = b@,, +2n)
and
5@,) = X, C,.d"m
f1=—o00
where
____1_ B "'jn‘bm d
Cn,m T on p(¢m)e ¢m
-7
From (5)
¢ =L ) (26)
n,m 2n 10 (pm)

198

where I, (p) is the n't order modified Bessel function.

The characteristic function of the random variable X can be
found to be

| T
) = Efe*] = T] 2, 2atC, . J, (-ua,)

m=1 n=-o
(27)

where J, (+) is the a*™ order Bessel function.

Substituting (26) into (27) and using the identities (Ref. 7,
p. 30)

1,,(10) =j" J, ip)
and

0

I,y = 2 I ,(00) ,

n=—oco

we obtain

w1, (o, - jue,)

b () = (28)
N | S ATe
From (24) (or (25)), the decision statistic is of the form
Y=X+n 29)

where X and »n are independent and where » is a Gaussian
random variable with zero mean and variance "Z'

The characteristic function of the random variable Y will be
given by

1 212
—~o u

@, ) = () e? "

1 2.2 M -
= e_EO'nu Io(pm ]uam)

T.G,) (30)
0V'm

m=1

From (11) (or (21)), the probability of making an error based
on the statistic ¥ in (29) can be written as

0 o0
PE = j:w [—21? J: B, (u) e du:l a3l




Assuming we can interchange the order of integration, and
recognizing (Ref. 8, p. 42)

0 !
uy gy, = -
fw e/ dy = wd(u) +ju

we can write

q _1022

1 2 h
—_— —e

+ u

1
— D, (u) du
2 2nj X( )

PE =

00

From the Taylor Series Expansion of ®,(u), after some
mathematical manipulation, we obtain (Ref. 9, p. 302)

2.2
n

1
pE =L DR E[XR L 2061) 2%
"2 +Z k- DF e du

NI

(—-1)" 2n+1
\/—Zn'(2n+1) [(ﬁin) ] (32)

The probability of error for baseband only combining is
determined using (32) with the appropriate moments. From
(24) and (9) these can be written as

2n+l1 M antl
E [(—(—I{—) ] = EI:(ngl 8,, cos¢m) ] (33)

(34

and

is the energy per bit at the mth antenna input. The moments
(33) can be evaluated by the iterative procedure shown in the
Appendix. The technique given there is similar to the one used
by (Ref. 10, 11).

The probability of error for combined carrier referencing is
also computed using (32). In this case (25) and (20) imply

£ [('&)] = E[@ cos g™ ] (35)

n

where

M
Z W;c v 2Ek

g=E ——sine (36)
S 2WEN,
=1

It is interesting to note that if X in (32) is almost surely
constant then

and

1 1 had (-1)" X 2n+1 _ X
PE—E—ﬁrgn!Qnﬂ)(\/—z%) - Q(T):)

(37)

where Q(x) is given by (2). Equation (37) is the well known
result for the error probability of using BPSK across a white
Gaussian noise channel with no phase reference error.

In the next section, we will show that for.a large number of
antennas, essentially the Strong Law of Large Numbers guaran-
tees that the Xth moment converges to the first moment to the
kth power. This has been observed in computations using the
algorithm of the appendix.

IV. Asymptotic Performance

In this section we determine the performance of baseband
only combining as the number of antennas approaches infin-
ity, and compare it to that of combined carrier referencing.
The antennas are assumed to be identical and are weighted
equally. For baseband only combining all the g,,’s of (34) are
equal and given by .

2ME
1 b .
B, = 72 N, sin @ (38)

where £, =E, and N, =N, form =1, 2, -, M. Using (8)
and (11), by first conditioning on the vector of phase errors,
we obtain

PE, = E[Q(B)] (39)
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where Q(+) is given by (2), and B is the random variable

ME, T,

M
N sin ']—M—Zl—:-l“,—

m b

cos g, (t)dr (40)

The variance of B is

2E,
Var[B] = sin®6 Var [Z, ] 41
0
where
1 (7>
7 = f cos ¢, (¢r) dt 42)
1T 1
b Jo
Since |Z,] < 1, Var [Z,] < 1. If we fix the total system
energy per bit
E = ME,
then
1 2E, )
<L 7s
Var [B] \MNO sin“6

tends to zero as M increases, and we may approximate B by its
mean. Taking the expectation inside the integral (42) and
using the density function (5) we obtain

I,(py)

RS

(43)

where pp is the common loop SNR for each PLL. Thus for
E, [Ny <<1 (typically true for M >> 1 and fixed E /N)

PE. ~ in 0 )| E << 1
R sin —
B NO Io(pB) NO

(44)

To compare this with the performance of combined carrier
referencing, PE, can be evaluated by (32) and (35), and is
available in graphical form (Ref. 6). Alternatively, it may be
possible to approximate PE, as well. Assuming a similar PLL is
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used, M >> 1 implies p, >> pg so that the phase error will be
essentially zero. Then from (35) and (37)

2ME
PE, ~ Q =

0

2 sin a] Lo, >> 1 (45)

From (44) and (45) we can define the asymptotic power
loss L, due to baseband only combining relative to combined
carrier referencing as

1,(pg)
Lw(pB)=|:10(pl;:| N<<1,p >>1  (46)

The conditions required by (46) will typically be satisfied
when M >> 1.

The results given thus far in this section are independent of
any assumption on B, T'z. If B; Tp >>1 (slow rate model)
then (42) can be treated as a time average, and (44) will be
true for any M and E,/N,. PE, may be obtained using (44)
and replacing pg by po. Thus we may define the relative

power loss for this case as
2
[l . (pB)]
1,(pg)

[ l',‘)]

In both (33) and (35), the density functions of ¢’ and ¢,,,,
m=1,...,M, depend on the corresponding loop SNRs. The
loop SNR depends on the loop bandwidth B, , which in turn is
a nonlinear function of the input signal and noise levels. The
specific PLL design we use for our numerical example is based
on Deep Space Network Block III receiver data. The nominal
loop bandwidth is 2B, ,, = 12 Hz. Hence for any given T,,0,
and set of Em/Nm and W, ,m=1,2,...,M,the correspond-
ing loop SNR can be determined from either (6) or (17).

Lpg,pp) = (47

We consider an example where all antennas are identical
and have unity weights (the theory does not require this
assumption)., In this case, all E_IN,, m=1 2,...., M
become identical and are given by £, /N, where £ »/N is the
energy per bit to noise ratio at each antenna input. Figure 3
shows the error probability based on the bit interval being 50
us and the modulation index being 80°. Since B; T, is much




smaller than unity, (32) will yield exact performance results
under the assumption the channel alignment process is ideal.

Figure 4 shows the comparative performance difference
between the two arraying structures for the same example.
Since combined carrier referencing always gives superior per-
formance over baseband only combining, Fig. 4 shows the
additional amount of signal energy required at each antenna
input of the baseband array in order to obtain the same error
probabilities as the carrier array. Note that when E,/N, is
small, there is not enough signal power for the PLL to extract
the phase reference in the baseband array. A large number of
antennas is then necessary to match the performance of com-
bined carrier referencing. However, when E, /N, increases, the
performance of baseband only combining matches that of
combined carrier referencing with a small number of antennas.

VI. Summary and Future Extension

In this paper, we have examined the performance of two
antenna arraying techniques which may be used in the Deep
Space Network. The computational technique developed can
be applied to any combination of antennas. These antennas
need not be identical. A simple expression is given to deter-
mine the asymptotic comparative performance between the
two arraying structures.

Specifically, we have shown that with a Block III DSN PLL
and three identical antennas, combined carrier referencing will

provide a 0.2 to 0.3 dB improvement over baseband only
combining for the range of interest, Explicit error probability
versus £, /N, is given for either configuration. As shown in
Fig. 4, the ultimate gain to be achieved by using combined
carrier referencing over baseband only combining is quickly
approached with a small number of antennas.

Throughout this paper it has been assumed that a BPSK
signal is used. It would seem likely that the same technique can
be used to determine the error probability for DPSK (differen-
tial phase shift keying). Also, in attempting to study the case
of MPSK (M-ary phase shift keying) signais, one encounters
the following generalization of (31):

PE(K) = f f D (, )
l:f f I,(x,») e/ (uxtvy) dxdy] du dv

where PE(k) is the error probability conditioned on the
message being sent, &y is the characteristic function for the
two-dimensional statistic ¥, and I, is the indicator function
for the k™ decision region. Evaluation of the inner double
integral via generalized functions may provide an easily evalu-
atable expression for PE(k).
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Fig. 2. Combined carrier referencing model
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Appendix A

Evaiuation of Moments

This appendix describes the computation of moments for the

random variable.

M
X = Z ﬁm cos ¢,
m=1

where §,’s are scalar constants and ¢,,’s are independent
random variables with the Tikhonov density functions given

Ty £8)
Uy \J}.
Define
Y, = 0
and
Yn=Y_l+ﬁncos¢n n=1, M
Then
X=Y,
and
k k
EX® = EYM
From (A-1)

k

k i . o

j=0

n=1....,M k=012,

(A-1)

(A-2)

Hence all the moments of the random variable X can be
evaluated recursively by (A-2) given £ (cos’ o) l=1,...,K,

n=1,..
Ref. 9, p. 376,

d* I (u)

-~ {fn-kw) (5] a0

au¥

.» M, where K is the largest moment required. From

¥ (’;) LA ) R +In+k(u)}

k=0,1,2,°

Then
! (1} ! /l\"Zm l"on)
E [cos = (= ~
of 0] =(3) 2 (o) i

forl=1,+ ,Kandn=1,+ M

Therefore

NTAVIAL .
pri= S (5)(2) Fepaler,

where
L I, .
m 2j-k
F = B R
0= 3% (7) %
Define
vV = 1 2 3 ... xy
EY, =(EY:,EY% EY}, ,EY®)
Then
EY, = A,EY,  +B, forn>1
and
EY, =0
where

i, -} 5, =i

(A-3)

(A-5)

(A-6)

(A7)
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and Using (A-7)

0 forj>i
- 1 forj=1i EX = EY),
o
fr Ty =)
(;) (—22) F(i*f) (pn) fori >7 where
g \i
b = (7") Ffp,) EX = (EX,EX*,EX?, -+ ,EXX) .
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